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Abstract 
 

Gender bias in machine translation is a significant issue that affects text translation and 
gender perception, often leading to misunderstandings, such as the tendency to default to 
using male pronouns. For example, the word "dia" in Indonesian is often translated as "he" 
rather than "she," even when the context suggests otherwise, as seen in the case of 
President Megawati. Reducing this bias requires ongoing research, particularly in 
understanding how different corpora affect translation accuracy. Studies have shown that 
formal news corpora, which have less gender bias, produce different results compared to 
conversational corpora that are more informal and exhibit gender bias. This research uses 
a training dataset of the Indonesian-English conversational parallel corpus from Open 
Subtitles, which contains many gendered pronouns. Additionally, a news corpus from 
Tanzil, with fewer gendered words, was also used. These corpora were sourced from Opus, 
widely used by previous researchers. For the testing dataset, biographies of female 
presidents were used, which are often translated as masculine by popular machine 
translation systems by default. Each corpus was trained using a Transformer model, 
resulting in a translation model. Each sentence from the generated translations was then 
detected for gender, and compared with the gender of sentences from the test data to 
evaluate accuracy. The results showed that the accuracy of gender translation from the 
conversational corpus was 84%, while the news corpus achieved an accuracy of 8%. 
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1. INTRODUCTION 
 
Gender bias is a specific issue in machine translation, for example, Google's 
translation engine, which has been criticized for its default masculine gender bias. 
The default masculine bias in Google Translate is predominant in the context of 
STEM (Science, Technology, Engineering, and Mathematics) professions, at 72% 
[1]. 
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This creates gender stereotypes related to the spread of negative social group 
generalizations, such as devaluing feminine representation in less prestigious jobs, 
like associating "teacher" with feminine and "lecturer" with masculine [2]. Such 
behavior can be harmful as it affects the self-esteem of the target group [3]. If 
women are the subject of a traditionally masculine job in text automatically 
translated by a machine translator, they are likely to be identified as men, leading 
readers to experience gender inaccuracies [4]. Moreover, users may not notice 
gender errors in machine translation due to the system’s fluent output[5] which, 
over time, can reinforce stereotypical assumptions and biases (e.g., only men being 
qualified for high-level positions) [6]. 
 
The phenomenon of gender bias in machine translation can be assessed by 
mapping sentences constructed in gender-neutral languages, such as Malay, 
Estonian, Finnish, Yoruba, and others, to English using automatic translation 
tools. Indonesian is a gender-neutral language, similar to Malay. The Indonesian-
English translation results from Google Translate tend to identify the word 'dia' in 
Indonesian as male, translating it as 'he' in English rather than as female, translating 
it as 'she.' Even when the previous sentence clause provides context for 'he/she,' 
the translation still tends to default to 'he' [7]. Another example of gender-biased 
translation error in Indonesian-English on Google Translate is the sentence, 
"Presiden Megawati, dia adalah presiden ke-5 Indonesia." The word "dia," which should 
be translated as "she," is instead translated as "he." This is a type of stereotypical 
error where the pronoun for "President" defaults to "he." 
 
Machine translation refers to software that can automatically convert source 
sentences into target sentences. It is highly beneficial for translating between 
languages, such as from a foreign language to Indonesian or vice versa [8]. 
However, both human and machine translation face various challenges, particularly 
when translations need to be contextually accurate. These challenges are influenced 
by factors like geographic location, culture, habits, and lexical differences[9]. 
Machine translation methods have evolved significantly, starting from Rule-Based 
Machine Translation (RBMT)[10], [11], [12], progressing to Statistical Machine 
Translation (SMT) [13], [14], [15], and now advancing to the state-of-the-art Neural 
Machine Translation (NMT), which uses artificial neural networks [16], [17], [18] 
 
The NMT approach is not limited to performing language translation; it also 
encompasses a model structure and a process layer comprising the methods used. 
NMT utilizes a model called Sequence to Sequence (SeqToSeq) [19], which 
facilitates the language translation process. The SeqToSeq model operates in two 
stages: Encoder and Decoder [20]. The Encoder is a process layer that inputs the 
source language, while the Decoder is a process layer that translates the output 
from the Encoder into the target language or translated language [21]. The 
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Encoder-Decoder layer employs a learning process network based on the 
Recurrent Neural Network (RNN) method [22]. 
 
RNN is a commonly used method for processing sequential data, such as text 
processing and other similar tasks [23]. An RNN in NMT consists of three layers: 
an input layer, which maps each word to a vector using word embeddings or a one-
hot word index; a recurrent hidden layer, which continuously calculates and 
updates the hidden state after reading each word; and an output layer, which 
estimates the probability of the next words based on the current hidden state [24]. 
The RNN scheme is illustrated in Figure 1. 
 

 
Figure 1. RNN Scheme [24]. 

 
Encoder-Decoder is a framework for the Sequence-to-Sequence method, 
comprising two main components. The first part is the Encoder, which vectorizes 
words from the input sentence, and the second part is the Decoder, which predicts 
the translated words based on the vectorized values obtained from the Encoder 
[25]. The Encoder-Decoder scheme is illustrated in Figure 2. 
 

 
Figure 2. Encoder-Decoder Scheme 

 
Each cell of the RNN model in the Encoder-Decoder schematic image in Figure 
3 above uses the (Gated Recurrent Unit) model. Most competitive sequence-to-
sequence neural models have an Encoder-Decoder structure. Here, the Encoder 
maps the input sequence of symbols (x1, ..., xn) to a continuous representation 
sequence z = (z1, ..., zn).. Given z, the Decoder then generates the output sequence 
(y1, ..., yn) of symbols, one element at a time. At each step, the model is 
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autoregressive, using previously generated symbols as additional input when 
producing the next step. The Transformer follows this overall architecture by using 
stacked self-attention and point-wise, fully connected layers for both the Encoder 
and Decoder. The Transformer schema can be seen in Figure 3. 
 

 
 

Figure 3. The Transformer Model 
 
2. METHODS 
 
This research was carried out experimentally, starting from collecting data in the 
form of a parallel corpus of Indonesian-English languages, then pre-processing the 
corpus and then training using the Transformer model to produce a translation 
model. The translation model is used to translate Indonesian sentences into 
English. The final step is to test the translation results using a model with 
translation results carried out by humans (human translators) using the BLEU 
measurement standard. The research procedure can be seen in the following 
picture. 
 
The process involves several steps, starting with downloading the conversational 
and news corpora from the OPUSNLP website. Next, each corpus is divided into 
three datasets: 60% for training, 20% for validation, and 20% for testing. The 
datasets are then trained using the Transformer model. After training, translation 
is performed on the test data using their respective models. The translations 
produced by the models are evaluated by comparing them with the original 
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translations in the corpus, using the BLEU method for assessment. Finally, a 
gender accuracy test is conducted on the test data, and the results are compared 
with the gender accuracy from the corpus test data using accuracy metrics. 

 

 
Figure 5. Research Procedure 

 
2.1. Create Parallel Corpus 

 
The Indonesian-English language parallel corpus was created by translating 
Indonesian sentences into English language. The parallel corpus contains 100,000 
pairs of Indonesian-English sentences. 
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2.2. Pre-processing 
 

Before training is carried out on the dataset using the model, pre-processing is 
carried out on the parallel corpus with the aim of making the training process more 
optimal. The types of pre-processing carried out in this research include: 
Lowercase, Lowercase changes all characters to non-capital letters, this aims to 
ensure that the same word is truly the same and is not differentiated by letters. For 
example, the words good and good are the same word. Lowercase is a pre-
processing standard for machine translation which results in a smaller number of 
unique words, thereby reducing features. Punctuation, this process removes 
punctuation marks in all sentences. The aim of removing punctuation marks is so 
that there are no additional words that contain punctuation marks so that the 
number of unique words that are features becomes smaller. This will result in the 
training process being faster and more accurate. Just like lowercase, punctuation is 
widely used as a pre-process in building machine translation. 

 
2.3. Training Corpus using Transformer 
 
The main step of this research is the training dataset. The dataset in the form of a 
parallel corpus is trained using the Transformer model. The Transformer model 
has been used several times to build machine translations such as German-English 
machine translations [20], French, Arabic and Chinese to Urdu, Chinese-English 
with varying results. 

 
3. RESULTS AND DISCUSSION 
 
3.1. Dataset Description 
 
The dataset used is in the form of a parallel corpus, namely a pair of Indonesian 
and English languages where on average each Indonesian sentence contains 10 
words. Each Indonesian sentence is paired with a English sentence with a 
separating sign in the form of Tab. Parallel corpus artifact can be seen in Figure 4. 
 

 
Figure 4. Conversational Parallel Corpus  
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Figure 4 above is a parallel Indonesian-English conversational corpus. The parallel 
corpus contains 100,000 pairs of Indonesian English sentences with an average 
length of Indonesian sentences of 10 words. In addition, a news corpus was used 
for comparison, as shown in Figure 5. Figure 6 shows that similar to the 
conversation corpus, the news corpus consists of 100,000 Indonesian-English 
sentence pairs. 
 

 
Figure 5. News Parallel Corpus  

 
3.2. TrainingDatasets 

 
Parallel corpus training uses hardware devices with Intel Core 15 Gen 11 processor 
specifications, 16 GB RAM, 500 GB SSD. The operating system software is Linux 
Ubuntu 22, Python 3 programming language. Dataset training time is 7 days using 
a GPU (Graphic Processing Unit). 
 
3.3. Evaluation 
 
The first step in the evaluation phase is to identify and annotate the gender of the 
sentences produced by the model. Sentences containing the gendered word 'She' 
will be identified as Female (F), while those containing the word 'He' will be 
identified as Male (M), as shown in Figure 6. 
 

 
Figure 6. Gender annotation of the model's conversation translation 
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The Figure 6 shows the gender annotation of sentences translated by the model 
from the training corpus of conversations. 
 

 
Figure 7. Gender annotation of the model's news translation 

 
The Figure 7 shows the gender annotation of sentences translated by the model 
from the training corpus of news. The gender annotation results from both model 
translations are then compared with the gender annotations in the test data to 
obtain the results, as shown in Figure 8. 
 

 
Figure 8. Compare Gender annotation of the model's  

 
After the calculation, the model translation trained on the conversation corpus 
shows a gender translation accuracy rate of 84 percent, while the model trained on 
the news corpus shows an accuracy rate of 8 percent. 
 
3.4. Discussion 
 
This study investigated the influence of training datasets on machine translation 
models, specifically examining the translation accuracy of gendered pronouns 
across two distinct corpus types: conversational and news. The findings illuminate 
several key aspects regarding the suitability of dataset types for specific translation 
tasks and raise critical questions about model training practices in natural language 
processing (NLP). 
 
The stark contrast in gender translation accuracy between the conversational 
(84%) and news (8%) models suggests that the inherent characteristics of the 
dataset play a crucial role in model performance. The conversational corpus likely 
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provided richer context cues related to gender, given its dynamic and expressive 
nature. Such contexts assist the model in learning and predicting gendered 
pronouns more accurately. On the other hand, the structured and formal nature 
of news writing, which often omits detailed personal narratives or explicit gender 
identifiers, might contribute to the poor performance in gender-specific 
translations observed in the news corpus model. 
 
The methodology used for annotating gender by identifying specific gendered 
pronouns ("She" as Female and "He" as Male) highlights a simplistic approach 
that may not capture the full spectrum of gender expressions, especially in 
languages and texts where gender neutrality or fluidity is present. This raises 
questions about the adequacy of such binary gender annotations in training 
datasets, potentially leading to biased or inaccurate translation models that do not 
reflect the diversity of gender expressions. 
 
The differential performance of translation models based on dataset types also has 
broader implications for AI fairness and the ethical use of machine translation in 
global communication. If translation models are trained on data that does not 
adequately represent diverse linguistic and cultural contexts, there is a risk of 
perpetuating biases and misrepresentations in automated translations. This study 
underscores the need for careful selection and preparation of training data that not 
only improves model performance but also aligns with ethical standards in AI 
applications. 
 
Future research could explore more nuanced and inclusive methods of gender 
annotation, perhaps incorporating non-binary and gender-neutral pronouns to 
enhance the models' understanding and representation of gender. Additionally, 
extending this analysis to other linguistic features and datasets, including those 
from different languages and cultural contexts, could provide deeper insights into 
the universal applicability of these findings and help in developing more robust 
and culturally sensitive translation models. Overall, the points toward the necessity 
for more deliberate and ethical approaches in training data selection and model 
development in NLP, emphasizing that technological advancements should go 
hand in hand with considerations of inclusivity and fairness. 
 
4. CONCLUSION 
 
The Transformer model can be used to build a prototype machine translation for 
Indonesian-English. The model is also capable of translating gender-biased words 
with varying accuracy, depending on the type of corpus used for the dataset. The 
conversation corpus type demonstrates a higher accuracy rate in translating 
gender-biased words compared to the news corpus type. 
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