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Abstract 
 

In this article I discuss the method of hand gesture recognition as a visual motion 
detection based on artificial intelligence by training three main movements namely, 
scrolling up, scrolling down and stopping based on capturing the front camera image 
capture speed of 3 fps and measuring its efficiency against the control movements that 
performed using Hidden-Markov Modeling (HMM) with each catch object scroll up 3 
fps / 15 frames scroll down scroll down 3 fps / 15 frames and stop 3 fps / 9 frames, the 
result is that the most effective hand gesture object training movement is stop gesture 
with 3 fps / 9 frames because the object's movement is able to be recognized by the 
system only in the 3rd second image capture frame. 
 
Keywords: gesture-based-scroll, visual artificial intelligence, hidden-markov 
modeling 

 
1. INTRODUCTION 
 
The development of pointing system technology on computers is developing so 
rapidly starting from the mouse, fingermouse which is a revolution of the 
development of conventional computer mice where the user only moves the 
pointer and keyboard without making physical touch on the device [1], until the 
development of touch screen technology that using the principle of infrared 
emitter detectors [2] which are currently rife in computer and smartphone 
devices. In this research the researchers tried to review a new technology 
pointing system on a computer that uses sensi movements, especially sensi 
gesture and artificial intelligence technology. Referring to research [3] that uses 
hand gesture recognition technology researchers try to apply similar technology 
assisted by artificial intelligence who are trained to create hand-gesture-based 
computer pointing system technology. 
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2. METHODS 
 
The research method used was an experiment with testing using Hidden Markov 
Model (HMM) modeling, HMM processes training data, in the form of 3 main 
movements, namely Scroll Up-Scroll Down & Scroll-Stop. The stages of this 
study there are only 3 main parts, namely (1) taining hand gesture, for processing 
visual artificial intelligence (2) testing the effectiveness of training conducted 
using the Hidden Markov Model (3) the most effective training conclusions and 
determining the influencing factors. 
 

 
Figure 1. Research Methods were adapted from experimental research methods 

(Kirk, 1982; Oehlert; 2000) in a book entitled "Research Methods in 
Human-Computer Interaction" (Jonathan Lazar; Jinjuan Heidi Feng; 
Harry Hochheiser (2017)) [14] 

 
2.1. System Performance 

 
System performance is measured based on the following parameters: 

1. System Accuracy 
Accuracy is a measure of system accuracy in recognizing hand gestures 
and matching them with data that has been previously trained and 
matching them. The system acquisition can be done mathematically as in 
equation 1 and 2 below. 
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2. Computation Time 
Computational time is the time needed for the system to perform a 
process. In this system, computational time is calculated using Excel 
calculations, so that the system computing is obtained. 

 
3. RESULTSANDDISCUSSION 
3.1. System Testing Scenarios 

The scenarios used to recognize hand gestures are as follows: 
1. Performing the training process of 3 main motion simulations, namely: 

scroll-up, scroll-down, and scroll-stop, and obtained technical data as 
follows: 
Tabel 1. Technical data from trial results 

 Capture Speed The number 
of pictures 
taken 

many 
variations of 
movement 

Scroll Down Visual 
Hand-Gesture 

3 fps 15 frames 1 

Scroll Up Visual 
Hand-Gesture 

3 fps 15 frames 1 

Scroll Stop Visual 
Hand-Gesture 

3 fps 9 frames 1 

 
2. Visual testing of the effectiveness of the training conducted. 

 

 
           Figure 2.Scroll Up Visual Hand-Gesture Capture Speed 3fps 
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            Figure 3.Scroll Down Visual Hand-Gesture Capture Speed 3fps 

 

                 
             Figure 4.Scroll Stop Visual Hand-Gesture Capture Speed 3fps 

 
3. Measuring system performance, including accuracy and computational 

time 
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3.2. Systems Testing Analysis 
1. The result of calculating the error of hand-gesture recognition based on 

Error Rate (ER) is poured into the following graph: 

 
2. Comparing ER average results and HMM training times in the hand-

gesture response system to the HMM state increase. As stated in the 
following graph: 

 
 

4. CONCLUSION 
 
Using Hidden-Markov (HMM) modeling with each catch object scrolling up to 3 
fps / 15 frames scrolling down 3 fps / 15 frames and stop 3 fps / 3 frames, the 
result is that the most effective hand gesture object training movement is stop 
gesture with 3 fps / 9 frames because the object's movement is able to be 
recognized by the system only at the 3rd second image capture frame. 
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