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Abstract

Children’s health and development atre crucial aspects that require proper attention from
patrents. However, many parents lack easy access to immediate consultation regarding their
child's health and well-being. To address this issue, this study develops a child consultation
chatbot on Telegram using the IndoBERT model. The chatbot utilizes data from Halodoc
and Alodokter, structured into an intent-based format with 227 tags, 5,428 patterns, and
278 responses. The dataset undergoes preprocessing, including lowercasing, text cleaning,
normalization, stopword removal, and stemming. Four preprocessing scenarios are tested,
including the use of term frequency-based stopwords without applying stemming, the use
of NLTK stopwords without stemming, the use of term frequency-based stopwords
combined with stemming, and the use of NLTK stopwords combined with stemming. The
best model, trained with an 80:20 training-validation split using term frequency-based
stopwords without stemming, achieves 98% accuracy, 98.5% F1-score, 98.9% precision,
and 98.5% recall. The chatbot successfully classifies user intent and ensures structured
interactions through a confidence-based response mechanism. This research demonstrates
that an IndoBERT-based chatbot can effectively assist parents in obtaining quick and
relevant information regarding their children's health and development.
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1. INTRODUCTION

Children are the future assets of a nation, and their welfare must be prioritized to
build quality human resources. Parents play a crucial role in supporting their
children’s growth and development, which includes instilling healthy habits from
an early age and applying appropriate parenting practices. However, in Indonesia,
access to quality pediatric healthcare remains uneven. According to the Central
Statistics Agency (BPS), 28.81% of children in Indonesia experienced health
complaints in 2022, marking a 4.13% increase from 24.68% in the previous year
[1]. The 2022 Next Generation Indonesia report by the British Council also
highlighted that access to medical care is still a pressing issue among the youth [2].
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Furthermore, the Indonesian Pediatric Society underscores the persistent
inequality in the distribution of pediatric health services across the country [3].
With such a high percentage of health complaints among children, timely and
appropriate interventions are crucial to prevent further escalation of health
problems.

The role of parents is vital in the development of children. Parents who do not pay
attention to their child's developmental conditions will result in children growing
in their way and not developing according to the expected pattern [4]. Sometimes,
this happens without parents realizing or knowing, and often happens
unintentionally. Parents may act like that because they do not understand how to
educate children propetly, or even though they know, certain conditions that force
them to behave like that.

In the era of rapidly developing technology, a platform is needed that makes it easy
for parents to consult quickly and easily. The consultations in question to children's
health and parenting patterns. Many online consultation platforms can be used,
but most of them require waiting for a response from a doctor. One of the artificial
intelligence technologies, namely chatbots, can be used to solve these problems. A
chatbot is a type of machine designed to interact with humans using natural
language, aiming to simplify social activities across various fields [5]. Chatbots can
be accessed at any time, without time or time zone restrictions, and can respond
to questions in seconds.

Conventional approaches to creating chatbots usually use rule-based systems, but
this method is often less effective when dealing with new contexts or changes that
are not predicted by existing rules. As a result, such systems require regular updates
to adapt to changing scenarios [6]. In addition, rule-based systems have limited
flexibility [7], require high development and maintenance costs because they must
be manually updated periodically, and are less reliable in handling variations in user
input. These systems often have difficulty recognizing user intent, especially in
cases such as spelling errors, use of slang, or abbreviations [8].

To overcome this challenge, deep learning techniques emerged, especially
transformer-based models such as BERT. One important task in chatbot
development is intent classification, which is a task in natural language processing
(NLP) that classifies user queries into specific intents. A study entitled
"Comparative Analysis of Chatbot Intent Classification Using Deep Learning
BERT, RoBERT4a, and IndoBERT" conducted a compatison of chatbot intent
classification using the deep learning models BERT, RoBERT4a, and IndoBERT.
The results showed that IndoBERT outperformed BERT and RoBERT4,
achieving an accuracy of 94%, compared to 89% for BERT and 84% for
RoBERTa2 [9]. IndoBERT is a transformer-based language model specifically
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trained on Indonesian language corpora [10]. By leveraging linguistic patterns and
vocabulary specific to Indonesian, IndoBERT is better suited for understanding
nuances in user queries written in Indonesian, which contributes to its superior
performance in tasks such as intent classification. This shows that IndoBERT can
provide more accurate results in understanding user intent and producing relevant
responses

While several studies have examined the use of deep learning models in chatbot
intent classification, few have focused specifically on consultation systems
addressing both child health and parenting topics in the Indonesian language.
There have been limited studies concerned with integrating transformer-based
chatbots into practical applications for Indonesian-language parenting and child
consultation. Additionally, little attention has been paid to the impact of different
preprocessing techniques such as stopword removal and stemming on the
performance of intent classification models in this domain. Therefore, this
research intends to develop a chatbot system using IndoBERT to classify and
respond to queries related to both child health and parenting in Bahasa Indonesia.
The objectives of this research are to build an intent classification model using
IndoBERT tailored to Indonesian-language queries on child health and parenting,
compare the effects of various preprocessing techniques (including stopword
removal and stemming) on model petformance, and evaluate the chatbot's
effectiveness in understanding and providing relevant responses for quick,
accessible consultations.

2. METHODS
This study consists of eight stages, as illustrated in Figure 1. The process begins
with data collection, creating data intent, splitting the dataset, preprocessing data,

tine-tuning the IndoBERT model, evaluating the model, creating a telegram bot,
and ending with user acceptance test.

(Stan >—> Data Collection || Create Datalntent |—»  Split Dataset  ¥{ Data Preprocessing

Y

. Fine Tuning
( End ><—UserAcceptance Test|¢— Create Telegram Bot [¢-{ Model Evaluation |&—{ IndoBERT Model

Figure 1. Research process flow
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2.1. Data Collection

The dataset for this study was sourced from the Alodokter and Halodoc websites.
Alodokter data consists of question-and-answer data taken from 2015 to 2024.
Alodokter data topics are taken with topic tags such as children, child psychology
consultation, child nutrition, and fever in children. Meanwhile, Halodoc data is in
the form of article data with the topic of childcare patterns. Data collection from
Alodokter and Halodoc websites using the Python programming language with the
Beautiful Soup and Selenium libraries. The results of scraping Alodokter data are
in the form of questions and answers, while for Halodoc data it is in the form of
article data. The data scraped from Alodokter was structured into several columns,
including the short question, the date the question was asked, the date the doctor
responded, the doctot's name, the complete question, and the doctot's answer. A
data cleaning process was carried out, as some entries had inconsistent structures
that made them unsuitable for direct column formatting. The cleaning involved
steps such as removing excessive line breaks and formatting inconsistencies.
Because Halodoc data is still in the form of articles, the researcher needs to sort
the articles by taking only important points to be used as answers, and the
researcher creates question data that matches the answers in the Halodoc article.
The data from Alodokter scraping is 9,938 data while the Halodoc article data is
135 data. Not all of the scraping data is used, it needs to go through a data selection
process that is entered into the intent.

2.2. Data Intent

Intentis a collection of data consisting of input-output pairs. This intent represents
the intent or action that the user wants to achieve when interacting with the chatbot
[9]. Intent is a collection of data consisting of input-output pairs. This intent
represents the intent or action that the user wants to achieve when interacting with
the chatbot. The intent structure consists of tags, patterns, and responses. Tag
means the topic's name raised in the question (the tag name must be unique where
there is no tag with the same name). Tag is also referred to as a label, which
represents the category or class associated with the question (pattern) in the
dataset. Patterns contain a list of similar questions with the same topic. The
response includes the appropriate answer to the question. To group the data into
intents, the researcher manually reviewed the complete questions from Alodokter
and categorized those with similar purposes under the same tag. For example,
under the tag “tantrum_pada_anak’”, the researcher grouped questions related to
tantrums that aimed to find solutions for managing them. Most of the questions
selected focused on problem-solving by asking for specific solutions. Meanwhile,
for Halodoc, the article content was used as answer data by manually extracting
only the key parts that addressed the manually listed questions (patterns) created
by the researcher. Not all data can be used because of its wide variety, making it
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difficult to create intent if only using a small amount of data. The number of tags
used in this study was 227 tags with a total of 5.428 patterns and 254 responses.
Of the total 227 tags, there are 16 tags consisting of 278 patterns and 27 responses
that include greetings, thanks, and other interaction elements that can make
conversations with chatbots more lively. Each tag has only one response, except
for the greetings, thanks, and interaction tags, which have multiple responses. An
example of intent data is presented in Table 1.

Tabel 1. Example of intent data

Tag

Pattern

Response

tantrum_pada_anak
(tantrums_in
_children)

$y punya keponakan umnr 2 tahun
3bin, jika nangis suka menyakiti
diri  sendiri  dengan  menjambak
rambut hingga botak.krn kbawatir
maka  rambut di  botakin.stlh
rambut botak kl nangis skr suka
mencakar perut,miuka dan kepala,
Vg 5y tanyakan knapa bal ini bs
terjadi.dan apa penyebabnya

(I have a nephew who is 2
years and 3 months old. When
he cries, he likes to hurt
himself by pulling his hair until
he is bald. Because he is
wortried, he shaves his hair off.
After his hair is bald, when he
cries, he likes to scratch his
stomach, face and head. What
I want to ask is why this can
happen and what causes it.)

Tantrum merupakan suatu kondisi
ketika anak  meluapkan emosinya
dengan menangis kencang, berguling-
guling babkan melempar barang. Jadi
bukan sebuah penyakit ya, kondisi
tantrum  ini umum - dialami - oleb
anak-anak karena lnapan emosinya
akibat sesuatu yang tidak ia dapat
... Semoga dapat membantn.

(Tantrum is a condition
when a child expresses his
emotions by crying loudly,
rolling around and even
throwing things. So it is not a

disease, this tantrum
condition is  commonly
experienced by  children

because of their emotional
outburst due to something
they cannot get.... Hopefully
it can help.

demanm_pada_anafk
(fever_in
_children)

dok, saya man tanya.. anak
saya umur nya 9 bulan.. badan
ma  agak  panas  (angel)..
bagaimana untuk mengatasi nya
77

(Doc, 1 want to ask... my
child is 9 months old... his
body is a bit hot (hot).. how
to deal with itr?)

Demam  (febris) — merupakan
respon tubub yang normal yang
terjadi ketika tubub mengalami
infeksi.  Untuk  dirnmah  ada
berapa  hal yang bisa anda
laknkan seperti : berikan anak
cairan yang banyak seperti air
putih ... Jika dirasakan demam
tidatk kunjung  membaik
sebaifenya kunjugi dokter anafk.

(Fever (febrile) is a normal
body response that occurs
when the body experiences
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an infection. At home, there
are several things you can do,
such as: give your child lots
of fluids such as water .... If
you feel the fever does not
improve, you should visit a
pediatrician)

2.3. Data Preprocessing

Data pre-processing is a crucial step that aims to clean, transform, and prepare the
data, making it easier to analyze and leading to more accurate outcomes. [11]. Data
that goes through preprocessing is pattern data or question data. Meanwhile, the
response data is not subjected to preprocessing, as it is already in a clean and
structured format. The pre-processing stages carried out in this study are explained
as follows and the flow can be seen in Figure 2.

1) Lowercasing: changing text to lower case with the aim of standardizing
the text so as to minimize any capitalization differences that may exist in
the text data [12].

2) Cleaning Text: includes removing mentions, URLSs, hashtags, extra spaces,
newline characters, punctuation, emojis, and excess whitespace, as these
elements do not represent the primary context in a text [12].

3) Normalization: process of text standardization involves correcting
typographical errors, standardizing abbreviations, and converting non-
standard language into its proper form using a predefined normalization
dictionary [13].

4) Stopword Removal: to remove stopwords or irrelevant words because
they do not represent the context of a text [14]. There are 2 stopwords
used, namely term frequency-based stopwords and NLTK (Natural
Language Toolkit) library stopwords.

5) Stemming: process of reducing affixed words to their root form [15]. The
stemming method used in this study utilizes the Sastrawi library, which is
specifically designed for stemming words in the Indonesian language.

The preprocessing stage includes lowercasing, text cleaning, normalization,
stopword removal, and stemming. Stopword removal is applied using two
approaches: term frequency-based and the NLTK stopword list, while stemming
is tested with and without application to analyze its impact on model performance.
To evaluate the effectiveness of these techniques, four preprocessing scenarios are
compared: (1) term frequency-based stopwords without stemming, (2) NLTK
stopwords without stemming, (3) term frequency-based stopwords with stemming,
and (4) NLTK stopwords with stemming. This comparison provides deeper
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insights into how preprocessing influences model quality. The preprocessing

results can be seen in Table 2.
Pattern Dala

Lowercasing
Cleaning Text
Normallzation
1
¥ ¥
Stopword Term Stopword NLTK
Frequency Based Library
I I
¥ v v Y
Without Without
Stemming Stemming Stemming Stemming

I I l J

Figure 2. Data preprocessing flow

One approach to constructing a stopword list involves ranking all tokens by their
frequency of occurrence, indicating how often each word appears in a document
collection. Words with exceptionally high frequencies are removed based on a
predefined threshold. Since overly frequent words are often insignificant or
irrelevant for document classification, they can be identified as stopwords and
excluded [10].

In this study, the term frequency-based stopword removal method eliminated 22
words out of a total of 5,523 unique words in the corpus, accounting for
approximately 0.40% of the total. For stopword removal using the NLTK library,
the researcher used the default predefined stopword list without any additional
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technical configuration. However, in both approaches, the words "#dak",
"tidakkah", and "tidaklah" were deliberately retained, as they play a crucial role in
expressing negation in the Indonesian language. Removing these words could
significantly alter the meaning of the sentences.

Tabel 2. Pre-processing steps

Process Text (Indonesia) Result (Indonesia)

Lowercasing Dok, dr kmrin anak saya dok, dr kmrin anak saya
muntah2 doank,udh di bawa' ke muntah2 doank,udh di bawa'
bidan, tp hari ini malah muntah2 ke bidan, tp hari ini malah
ny disertai mencret, tolong solusi muntah2 ny disertai mencret,
ny dok,, tolong solusi ny dok,,

Cleaning Text dok,, dr kmrin anak saya dok dr kmtin anak saya
muntah2 doank,udh di bawa' ke muntah2 doank udh di bawa
bidan, tp hari ini malah muntah2 ke bidan tp hari ini malah
ny disertai mencret, tolong solusi muntah2 ny disertai mencret
ny dok,, tolong solusi ny dok

Normalization dok dr kmrin anak saya muntah2 dok dari kemarin anak saya

doank udh di bawa ke bidan tp
hari ini malah muntah2 ny
disertai mencret tolong solusi ny

dok

muntah muntah saja sudah di
bawa ke bidan tetapi hati ini
malah muntah muntah nya
disertai mencret tolong solusi
nya dok

Stopword Removal
(Term Frequency-
Based)

dok dari kemarin anak saya
muntah muntah saja sudah di
bawa ke bidan tetapi hati ini
malah muntah muntah nya
disertai mencret tolong solusi
nya dok

dari kemarin muntah muntah
saja bawa ke bidan malah
muntah muntah nya disertai
mencret tolong solusi nya

Stopword Removal
(NLTK Library)

dok dari kemarin anak saya
muntah muntah saja sudah di
bawa ke bidan tetapi hati ini
malah muntah muntah nya
disertai mencret tolong solusi
nya dok

dok kemarin anak muntah
muntah bawa bidan muntah
muntah nya disertai mencret
tolong solusi nya dok

Stemming After
Stopword Removal
Term Frequency-
Based

dari kemarin muntah muntah
saja bawa ke bidan malah
muntah muntah nya disertai
mencret tolong solusi nya

dari kemarin muntah muntah
saja bawa ke bidan malah
muntah muntah nya serta
mencret tolong solusi nya

Stemming After
Stopword Removal
(NLTK Library)

dok kemarin anak muntah
muntah bawa bidan muntah
muntah nya disertai mencret
tolong solusi nya dok

dok kemarin anak muntah
muntah bawa bidan muntah
muntah nya serta mencret
tolong solusi nya dok
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2.4. IndoBERT

IndoBERT (Indonesia Bidirectional Encoder Representations from Transformers)
is a BERT-based language model tailored for the Indonesian language. It was
trained on Indo4B, a vast dataset comprising around 4 billion words from various
sources, including formal and informal texts like news articles, social media posts,
and Wikipedia. [17]. The key difference between BERT and IndoBERT is that
BERT supports English or multiple languages, while IndoBERT is specifically
designed for Indonesian. BERT is trained on datasets like English Wikipedia and
BooksCorpus, whereas IndoBERT is trained exclusively on Indonesian texts from
sources such as Indonesian Wikipedia and other local datasets.

BERT leverages the Transformer architecture, which learns word relationships
through the attention mechanism. While the original Transformer includes both
an encoder and a decoder, BERT uses only the encoder component to process
input text and convert it into word vectors. This transformation relies on three
types of embeddings: token embeddings where special tokens such as [CLS]
indicate the start of a sentence and [SEP] mark the end or separate two sentences,
segment embeddings which differentiate between paired input sentences, and
positional embeddings which encode the position of each token within the
sequence. These embeddings enable BERT to construct a language model
applicable to various Natural Language Processing (NLP) tasks [18]. BERT’s
classification process involves two key stages, pre-training and fine-tuning. During
pre-training, the model learns contextual representations from large amounts of
unlabeled text, while in fine-tuning, it uses the pre-trained parameters and adjusts
them further using labeled data for specific downstream tasks. Although both
stages share the same architecture, they differ mainly in the output layer that is
tailored for each task. The special tokens [CLS] and [SEP] play a crucial role in
enabling BERT to transfer the learned representations during pre-training into
fine-tuning for task-specific performance improvements [10]. Figure 3 illustrates
the overall workflow of BERT’s pre-training and fine-tuning stages by showing
how the model is first trained on general language understanding objectives and
later adapted to specific applications such as sentence classification, question
answering, and named entity recognition.

For this study, the researcher utilized the pretrained model
"indobenchmark/indobert-base-p1", which consists of 124.5 million parameters.
As detailed in Table 3, the model was trained using the AdamW optimizer with a
learning rate of 5e-5 and run for 25 epochs. The maximum token (sequence) length
was set to 249, adjusted according to the maximum input length in the dataset to
ensure no truncation of relevant information. Additionally, the batch size was set
to 64 per device for training and 32 per device for evaluation, balancing training
efficiency and computational constraints.
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Figure 3. lllustration of BERT pre-training and fine-tuning process

Tabel 3. Model configuration

Pretrained Model Hyperparameter Values
Token Length 249
Batch Size (Training) 64
indobenchmark/indobert-base-p1 E;tilh&ze (Validation) gg
Learning Rate 5e-5
Optimizer AdamW

2.5. Telegram Bot

Telegram is an internet-hosted chat application that prioritizes rapid performance
and data protection, allowing users to share text, audio, video, images, and stickers
swiftly and securely [19]. BotFather is a bot account used to create bots on
Telegram. The @BotFather account is the official bot creator account from
Telegram and manages Telegram bots from this account. BotFather serves as the
main controller for all bots created on the Telegram platform [20].

For the implementation of the bot, the best model from the previous experiments
was chosen. Figure 4 illustrates the workflow of the child consultation chatbot.
The user submits a question through the Telegram interface. The input is then
classified by the IndoBERT model into a specific intent (tag) that reflects the topic
of the question. There are two threshold conditions applied. First, the chatbot will
provide an answer if the model's accuracy is above 0.1. Second, if the accuracy
difference between the first and second classes meets the threshold (a maximum
of 0.2), as well as the difference between the first and third classes (a maximum of
0.2), and so on, then all responses from the detected intent will be sent to the user.
This threshold mechanism is intended to maintain response relevance and ensure
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that users receive comprehensive answers when multiple intents are similarly

probable.

The model classifies
lquestions into specific intents|

v
" ) i Yes
erge previous questions
< Input Uset
with newly added questions - '

4

The bot asks the user to
send additional messages
related to the question
asked

Does the model's
confidence score
meet the required

Retrieve responses from the Users receive responses on
database telegram bot

Does the
answer
match the
question?
[Yes/No]

Figure 4. Bot system flow
2.6. User Acceptance Test (UAT)

User Acceptance Testing (UAT) is a process conducted to validate whether a
system meets user needs and requirements in real-world usage scenarios. In this
study, UAT was carried out to evaluate the chatbot’s performance and usability
from the users’ perspective. The evaluation questions are divided into three main
aspects: the user aspect, which measures user experience and ease of use, the
interaction aspect, which examines how well the chatbot engages with users,
including the relevance and accuracy of its responses, and the system aspect, which
assesses the overall functionality and stability of the chatbot [21]. The
questionnaire results are scored based on predefined indicators and point values,
as detailed in Table 4.

Tabel 4. List of weighted UAT responses

Code Description Weight
VG Very Good 5
G Good 4
N Neutral 3
PG Pretty Good 2
NG Not Good 1
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3. RESULTS AND DISCUSSION
3.1. Model Evaluation

Table 5 presents the evaluation results of the IndoBERT model for the child
consultation chatbot, using accuracy, precision, recall, and F1-score as metrics. The
model was tested under four different preprocessing scenarios, as described in the
Method section. Ten percent of the total dataset was reserved as a test set, while
the remaining 90% was used for training and validation. To assess the effect of
data split ratios on model performance, four training-validation splits were applied:
90:10, 80:20, 70:30, and 60:40. This approach helped evaluate the model’s learning
and generalization under varying data availability.

Tabel 5. Model evaluation on the test dataset

Scenario Split Data  Accuracy = F1Score Precision Recall
Stopword Term 90:10 97.5% 97.9% 98.3% 98.2%
Frecuency-Based  80:20 98% 98,5% 98,9% 98,5%
Without 70:30 97.3% 97.8% 98.3% 97.9%
Stemming 60:40 96.6% 96.8% 97.6% 97.2%

90:10 96.6% 96.2% 971% 96.5%
iﬁgf:;;gﬁﬁf 80:20 96.3% 96.1% 97.0% 96.5%
Stomming 70:30 96.3% 96.0% 97.1% 96.2%
60:40 95.4% 95.6% 96.6% 95.9%
Sropword Term 90:10 97.5% 98.1% 98.4% 98.2%
Prebes Baed 5020 97.1% 97.8% 98.2% 98.1%
and Stemming 70:30 97.3% 97.6% 98.4% 97.6%
60:40 96.5% 97.0% 97.5% 97.4%
90:10 95.6% 95.6% 96.6% 96.1%
iﬁgg’fi?ml{ 80:20 96.5% 96.3% 97.2% 96.6%
Stemrr}ling 70:30 96.0% 95.7% 96.7% 96.0%
60:40 95.8% 95.8% 96.8% 96.2%

Based on the evaluation results presented in Table 5, the stopword term frequency-
based method without stemming performed the best, achieving an accuracy of
98%, an Fl-score of 98.5%, a precision of 98.9%, and a recall of 98.5% in the
80:20 data split. This approach outperformed NLTK stopword methods due to its
context-specific filtering based on word frequency. Stemming was found to reduce
performance as it overly simplified words, losing important semantic distinctions.
Therefore, the best-performing model will be implemented in the child
consultation Telegram chatbot to enable accurate intent classification. To illustrate
the model’s evaluation results, several examples of misclassification observed in
the test data are presented in Table 6.
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Text Actual Tag Prediction
Tag
dok anak saya berusia 2th 6 bulan. di badan anak  campak_ biang_feringat
saya tumbnh bintik2 merah seperti biang keringat,tp  pada_ _pada_anak
badan anak saya panas dok . dan dibibir sama lidah  anak (prickly_heat
mya tumbub seperti sariawan. tapi setelah saya minumi (measles_ in_children)

obat panas nya turumuntuk bintik2 nya apabila
badan berkeringat dia merasa gatal.apa kab iini gejala
campak dok?

(Doc, my child is 2 years and 6 months old. On
my child's body, red spots like prickly heat
have grown, but my child's body is hot, Doc.
And on his lips and tongue, there are growths
like canker sores. But after I gave him
medicine, his fever went down. As for the
spots, when his body sweats, he feels itchy. Is
this a symptom of measles, Doc?)

in_children)

Dok anak saya nmur 7.3bln mengelub sakit perut  nyeri_pernt biduran_
bagian atas pusar.sebelum nya mengalami panas duln ~_pada_anak pada_anak
dan kulit bentol bentol.tapi sekarang panas nya sudah (abdominal (hives_in_
turun yg d kelubkan sekarang perut bagian atas terasa  _pain_in children)
sakit _children)

(Doc, my 7.3 month old child is complaining

of pain in the upper abdomen in the navel.

Previously he had a fever and his skin was

covered in bumps. But now the fever has gone

down, what he is complaining about now is

that his upper abdomen feels sore.)

anak sya umnr 6.tahun..sdh 3 hari ini demam.sdh d - deman:_ amandel_pada
bwa berobat sampai ganti2 dokter 1p t1p sja blm ada  pada_anak _anak
perubahan.sebentar panas sebentar dingin..klo obat d - (fever_in (tonsils_in_
minumbkan demam turun tp habis itn panas lg.pnya _children) children)

riwayat amandel sma types..mobon bantuannya dok..
(My 6 year old child has had a fever for 3 days.
I have taken him to different doctors for
treatment but there is still no change. He is hot
for a while and then cold. If he is given
medicine, the fever goes down but then he is
hot again. He has a history of tonsillitis and
typhoid. Please help, doc.)
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The misclassifications presented in Table 6 indicate that while the model can
identify certain symptoms, it sometimes misinterprets the primary concern of the
user’s message. In the first case, although the user clearly suspects measles due to
the combination of red spots, fever, and sores in the mouth, the model incorrectly
predicts "prickly heat" as the tag, likely influenced by the mention of itchy red
spots. In the second example, the user highlights abdominal pain as the main
complaint after fever subsided, yet the model misclassifies it as "hives," possibly
due to the mention of previous skin bumps. Lastly, in the third case, even though
the main concern is persistent fever, the model predicts "tonsils in children," which
may be due to the presence of the word “tonsils” in the child’s medical history,
even though it is not the main issue. These errors indicate that the model relies
heavily on specific keywords rather than fully understanding the context or
accurately identifying the primary health complaint described. Additionally, the
misclassification can also be attributed to the similarity of symptoms between
certain conditions for example, measles and hives both may present with rashes,
while tonsillitis is often accompanied by fever, which could lead to confusion in
intent classification.

3.2. Telegram Bot

The child consultation chatbot on Telegram is shown in Figure 5. The screenshot
displays a chat with the bot, including a greeting, a question, and a response
confirmation. The left screenshot shows an example of a greeting chat and a thank
you response, the middle screenshot shows an example of a user’s question to the

chatbot, and the right screenshot shows the response confirmation provided by
the chatbot.

« - e

“":‘,‘ Bot Konsultasi Anak AT Bot Konsultasl Anak &B Bot Konsultasl Anak

Saya mau bertanys, anak saya sudah 3

Halc.Senang bertemu denganm!

Selamat Pagl. Saya harap kamu
memiliki istrahat yang bak. Silahkan
I ketlk pertanyaan seputar anak!

Saya asisten Al yang slap menjawab
pertanysan seputar anak! k |

Saya dapat menyadiakan informass
6DUIAT anak seperti kesehatan anak
dan pola asuh anak. Anda dapat
mengetikkan pertanyann seputar anak
dibot ini!

hari demam belum sembuh. Aps yang
harus soya lakukan? Talong berian
sohugi, tenmakasih *

Desnarm (febris) merupakan respon
tubuh yang normal yang terjadi ketika
tubub mengatarrs nfeksi. Demam
dikatakan jika suhu tubub diatas 375
derayal, jodi sebaiknya wkur subu
tubub dengan fermometer. Demam
menandakan bahwa tubuh sedang
melawan infeksi sepert virus, bakter),
jamur ataupun parasit. Demam dapat
disertal dengan gejala kan sepert
batuk, pllek, sakit tenggorokan, mula,
muntah, sakit perut, diare; sembei,
ruam rerah pada kulit, sakit sast
BAK, nafsu makan berkurang, dan
lannys. Demam yang diseriai dengan
munculnya ram merah pada anak
pada umumnya disebabkan oleh
infeksi virus, misalnya campak, rubelia,
roseola, demam berdarah Kondis

inl umumerya dapat sembuh dengan
sendrinya dalam 1-2 minggu tanpa
penanganan khusus

Masiriinnua nafen mavan catalsh

dan sistem kekebalan tubuh yang
massh berkernbang. Hal yang dapat
dilakukan saat bayl demnam penuhi
kebutuhan caran, Minum AS!, atau
susy, perbanyak minum ASI mandian

bay:
dengan pakalan yang tebal berkan
MPAS! dengan sesuai usia bayi kenali
penyebab demam dapat diberikan obat
paracetamol drop atau sirup sesusl
dengan berat badannya atau sesual
Suran yang terters pada kemasan

Jika dirasakan demarm tidak kunjung
membalk sebaiknya kunjug: dokter
anak

Apokah jawaben sudah sesua? Ketk ©
Yo' bila sudah sesuai jika belum
sesuat ketik Tidak

Terma kasih telah menggunakan bot
Inl, semoga hanmu menyenangkan! gy l

Figure 5 Child consultation chatbot on Telegram (1)
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Figure 6 below shows a screenshot of an interaction with the child consultation
bot. The left and middle images display the bot confirming a response with "No,"
requiring additional input from the user. Meanwhile, the right image shows the
model failing to generate a response due to not meeting the threshold, prompting
the user for further input.

p; A¥ Bot Konsultasi Anak

& Bot Konsultasi Anak

Anak saya dikt dikit ngambek dan suka
ngamuk -

Sl'r:*wmpi Emasi Anak

s romsroms ..

1. Tetap tenang, [angan ikut terpancing
emasi o
5 Trik Menghadapi Emasi Anak

2. Jelaskan dan ajak anak berdiskusi

MeNgena perasaannya

3 Ajeri teknik untuk mengelola amarah
4, Bari waktu pada anak untuk.
meduopkon emoginya

5. Jangan selalu menurut permntaan
anak yang sedang marah

- 1. Tetap tenang, jangan ikut terpancing
. emosi.
2. Jelaskan dan ajak anak berdiskusi

mengenal perasaannya

3. Ajari teknik untuk mengelola amarah
4, Beri waktu pada anak untuk
meluapkan emosinya

5. Jangan selalu menuruti permintaan

Apakah jawaban sudah sesual? Ketlk
'Y bila sudsh sesuai, jika belum
sasual ketk Tidak'

anak usia 14 tohun. Prevalensi anak yang sedang marah

antrum pada anak yang berusia
1824 bulan sebesar 87% menjad Apaksh jawaban sudah sesusi? Ketik
91% pada usia 30-36 bulsn dan ‘¥a' bila sudah sesual, |ika belum
emudian menurun hingga 59°% pada sesusi ketk Tidak'
usia 42-49 bulan dengan durasi yang
Dia conderung angga bisa diam serta berbedarbeca paling singkat selama
kalau mau minta sesuatu ngambek 20 detik atau depat berlangsung |
dulu dan tantrum, gimana ya carm berjam-jam. Walau tantrum hal umum Terima kasih telah menggunakan bot
ngatasinaya? 5 v dialami anak Lapt tetap sebadnya ini, semoga harimu menyenangkan! gy
tidak béarkan terus menerus ager
Sirdak mumnindi yabiseasn haork Arts

@ | 2 4 @ 2 ®); 2 0
Figure 6. Child consultation chatbot on Telegram (2)

Figure 7 shows a screenshot of an interaction with the child consultation bot. The
bot provides multiple possible answers because the model's predictions have a
small difference and meet the set threshold, resulting in three responses instead of
just one. For example, if a user sends a question like "my child has a cough,” the
model might be uncertain because there are several types of coughs in the dataset,
such as productive cough, dry cough, and flu-related cough. Therefore, a threshold
is needed to display all responses when the model's prediction scores are close to
each other. This is where the role of the threshold becomes crucial it allows the
bot to present several potentially relevant answers when prediction scores are
close, ensuring that users receive more comprehensive and contextually
appropriate responses.
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&P Bot Konsultasi Anak &BY Bot Konsultas Anak

&« AT Bot Konsultast Anak

&«

Kermungkinan jawaban lain

Batuk kering merupaken suatu kondis|
Datuk yang Tidak disertal dahak, di

Hatuk sendin paling sering disebabkan

oleh infeks| virus pada saluran Kemungkinan jawaban lain

pernapasan, namun tidak menutup mana batuk inl merupakan reaksi meng gesala
xermungkinan infeksi bakten maupun slami wouh untuk mengelusrkan ﬁf.,'..tﬁ tidak ;n::‘. W:m
jamwur juga depat menyebabkan batuk benda asing seperti kuman, debu, dan obat-obatan
yang barkepanjangan. Selan infakss, lainnya dari sahwen napss. Penyebab pastikan anak termidras| dengan
atuk juga biss terjadi oleh kerena batuk berngam, seperti asma yang baik, gunakan usp untuk meredakan
| witas: tenggoeckan cleh banyak | ditandal dengan batuk yang terjadi hidung tersumbat, dan pe
hal misainya alergl pada substansi dalam jangks wakiu lama, ss1eish ! Kompres hangat untuk
yang terkandung d udara sepert: Serlari-lart stau batuk yang muncul meredakan ketidoknyamanan
dobu, serbuk san, kotoran dan kan atau memburuk sast malam har Jikn anak sudah berussa di atas 1
sabagalnya, taupun Fitasi dan asam disertal suara mengl, faklor udars atau tahun, Anda dapat memberikan madu
g yang naik ke tengg lingkungan seperti asap rokok atau untuk mengatos! batuk Anda juge
berada di sekitar hewan peliharaan, dapat memberkan sup hangat untuk
Batuk berdahak pada snak umumnys serta infeksi saluran napas yang meredakan nyerl dan intasi di deda,
disebabkan oleh infoks: virus oteu disebabkan oleh virus atau bakten serta mengencerkan lendir,

bokteri dan dapat sernbuh sendiri
dolom waktu dua minggu. Meski
demikian, Bunda dapat mernberi Si

Apokah jawaban sudsh sesuai? Ketk
‘¥a' bila sudah sesuar, Jka belum

dengan
oleh virus, umumnya dapat sembuh

Kecil terapi non-obat untuk membanty dengan sendinnya delam waktu sesusl ketik Tidak
meredakan batukivya Batuk berdahak 710 hari, karena batuk akibet infeks:
pada anak terjadk ketika saburan virus adalsh yang palng senng

pernapasan Si Kecll mengalomi iriass, terjads. Penanganan di rumah yang
sehingga menghasilican lendir atau | bisa dilakukan meliput memberican
dohak Batuk jenis ini disnjurkan ” » putih lebin banyak, memberikan

dak ditahan-tahan atau buru-bury makanan berkuah sepert sup ayam

hs Aot wsncaalonlinn Saleoas

N

Torena kasih telah menggunakan bot
ni, semoga hadimu menyenangken! gy

Figure 7. Child consultation chatbot on Telegram (3)
3.3. UAT Result

The child consultation Telegram chatbot was evaluated using User Acceptance
Testing (UAT), conducted through a questionnaire form. Participants were
required to interact with the chatbot first before completing the UAT
questionnaire. A key requirement for respondents was that they must have prior
experience in caring for children. A total of 30 qualified respondents successfully
participated in the testing. The results of the UAT calculation are presented in
Table 7 and Table 8.

Tabel 7. Question list with response counts per answer choice
Usability Aspect

No Question VG G N PG NG

User Aspect

P1  Is the chatbot easy to use? 16 14 0 0 0

P2  Does the chatbot provide clear user 14 14 2 0 0
instructions?

P3  Is the chatbot easy to access and use via 15 14 1 0 0

Telegram without any issues?

Interaction Aspect

P4 Is the information provided by the 9 20 1 0 0
chatbot as expected?
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. Usability Aspect
No Question VG G N PG NG
P5  Isiteasier to getinformation about child 17 9 4 0 0
consultation via chatbot than via Web
Browser?
System Aspect
P6 Do you agree that the chatbot response 20 10 0 0 0
time is fast enough?
P7  Are you satistied with the performance 13 17 0 0 0
of the chatbot?
P8 Does the chatbot function properly 16 14 0 0 0

without frequent glitches or errors?

Table 7 presents a question list with response counts for each answer choice. The
table includes a total of 8 questions asked to respondents, each with 5 answer

options. Table 8 below shows the results of the UAT score calculations.

Tabel 8. UAT value calculation

Usability Aspect Qty/
No VG G N PG NG Qu Rezp %  AVG
x5 x4 x3 x2 x1 )
User Aspect
P1 80 56 0 0 0 136 44 90.7%
P2 70 56 6 0 0 132 4.4 88%  89.3%
P3 75 56 3 0 0 134 447  89.3%
Interaction Aspect
P4 45 80 3 0 0 128 427  85.3% 87%
P5 85 36 12 0 0 133 443 88.7%
System Aspect
P6 100 40 0 0 0 140 4.67  93.3%
P7 065 68 0 0 0 133 443 88.7% 90.9%
P8 80 56 0 0 0 136 4.53  90.7%

Table 8 displays the UAT score calculations. The calculation is done by multiplying
the number of responses by the weight of each aspect, then summing the total
score from all aspects (Qty). Next, the average score for each question is obtained
by dividing the total score by the number of respondents (30). This average score
is then divided by 5 (the number of aspects) and multiplied by 100% to convert it
into a percentage. Finally, the average (avg) is calculated to determine the mean
score for each aspect in the UAT evaluation. Based on the usability level, the results
of the User Acceptance Test (UAT) indicate a usability score above 80%, reflecting
excellent performance across all evaluated aspects. The user aspect achieved an
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average score of 89.3%, the interaction aspect scored 87.3%, and the system aspect
reached 90.9%.

3.4. Discussion

Based on the comparison in Table 2, the stopword term frequency—based method
without stemming achieved the best performance in the 80:20 data split scenario,
reaching 98% accuracy, a 98.5% Fl-score, 98.9% precision, and 98.5% recall. The
method using term frequency with stemming showed slightly lower results, while
both NLTK stopword approaches whether with or without stemming performed
less effectively overall. The higher effectiveness of the custom stopword method
is likely due to its context-specific nature, as it removes words based on their
frequency in the dataset, eliminating extremely common or rare terms that may
carry little value for classification. In contrast, the default NLTK stopword list may
not fully align with the characteristics of the domain-specific data used.
Additionally, evaluation results showed a decline in model performance when
stemming was applied. This may be due to the aggressive nature of some stemming
algorithms, which can reduce words to forms that do not reflect their original
meaning accurately. For instance, “belakangan” becomes “belakang” “kasian”
becomes “kasi,” and “perawatan” becomes “awat.”” Such transformations can result
in the loss of important semantic distinctions, reducing the richness and precision
of features used in classification.

Then for the child consultation Telegram chatbot, researchers used the best-
performing model, which was the stopword term frequency-based scenario
without stemming and with an 80:20 data split. The bot successfully classified user
intents and was also able to respond appropriately to greeting messages,
expressions of gratitude, and other general inputs. The threshold set for intent
classification helped guide users effectively by providing varied responses when
the confidence scores between the top predicted classes were close. This threshold
was carefully chosen to balance accuracy and flexibility in response generation,
ensuring that the chatbot avoids producing irrelevant replies when prediction
confidence is low. By applying a well-calibrated threshold, the chatbot was able to
handle ambiguity and offer alternative yet contextually relevant responses, thereby
improving user satisfaction and trust.

To evaluate usability, a User Acceptance Test (UAT) was conducted with 30
respondents experienced in child caregiving. After interacting with the chatbot,
they completed a questionnaire covering user experience, interaction quality, and
system performance. The chatbot received high usability scores: 89.3% for the user
aspect, 87.3% for interaction, and 90.9% for system performance, indicating strong
overall effectiveness. However, a few misclassifications were observed in the test
data, which can be attributed to the limited size and diversity of the dataset. The
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lack of variation in some intent categories reduced the model's ability to generalize
to unseen queries. Expanding the dataset with more varied examples would likely
enhance the chatbot’s robustness and its performance across a broader range of
user inputs.

4. CONCLUSION

This study presents a novel application of IndoBERT for intent classification in a
Telegram-based Indonesian-language chatbot focused on child health and
parenting addressing a gap where few transformer-based consultation systems exist
for this domain. The primary contributions include development of an intent
classification model tailored to Bahasa Indonesia parenting and child-health
queries, and a systematic comparison of preprocessing techniques, demonstrating
that term-frequency—based stopword removal outperforms general-purpose
libraries while stemming degrades semantic richness. Achieving 98% accuracy,
98.5% F1-score, 98.9% precision, and 98.5% recall affirms the model’s reliability.
To assess usability, a User Acceptance Test (UAT) involving 30 respondents with
child caregiving experience was conducted. The chatbot achieved high usability
scores 89.3% for user experience, 87.3% for interaction quality, and 90.9% for
system performance indicating strong user satisfaction. Despite these strengths,
the system relies on static responses without multi-turn context tracking and is
constrained by a dataset drawn solely from Halodoc and Alodokter. Future work
should integrate dialog-level models for sustained multi-turn interactions,
implement user feedback loops for continuous learning, and expand data coverage
to a wider range of parenting and pediatric topics. Practically, this chatbot offers a
scalable, rapid-response consultation tool that can empower Indonesian parents

especially in underserved areas to make timely, informed decisions about their
children’s health.
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